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Abstract—In this paper, we study how multiple robots can cover known terrain quickly. We extend Multi-Robot Forest Coverage, a state-of-the-art multi-robot coverage algorithm, from terrain with uniform traversability to terrain with non-uniform traversability, which is nontrivial. We prove that its cover times are at most about sixteen times larger than minimal and demonstrate experimentally that they are significantly smaller than those of an alternative multi-robot coverage algorithm.
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I. INTRODUCTION

Coverage requires robots to visit each location in known terrain once to perform some task. Examples include lawn mowing, cleaning, harvesting, search-and-rescue, intrusion detection and mine clearing. In this paper, we study coverage with multiple robots since multiple robots can often cover terrain faster than a single robot. Recently, several researchers have proposed multi-robot coverage algorithms for terrain with uniform traversability where the traversal time is the same everywhere. Two promising multi-robot coverage algorithms are Multi-Robot Spanning Tree Coverage (MSTC) [4] and Multi-Robot Forest Coverage (MFC) [5], which both extend the single-robot coverage algorithm Spanning Tree Coverage (STC) [3]. In this paper, we generalize these multi-robot coverage algorithms to terrain with non-uniform traversability (= weighted terrain), as shown in Figure 1, to extend their applicability to more realistic situations [1].

We show that STC finds solutions with minimal cover times in polynomial time for a single robot in weighted terrain if the robot has to return to its initial location after it has covered the terrain. Multi-robot coverage with minimal cover times is known to be NP-hard for two robots and conjectured to be NP-hard for an arbitrary number of robots [5]. Thus, one needs to design multi-robot coverage algorithms that determine solutions with suboptimal (but good) cover times in polynomial time. To this end, we generalize MSTC and MFC to weighted terrain. MSTC can be generalized relatively easily but cannot guarantee to find solutions with good cover times. MFC is nontrivial to generalize because it uses a tree cover algorithm [2] as a subroutine that is specific to non-weighted terrain. We thus first generalize the tree cover algorithm and only then MFC. We prove that the new version of MFC is guaranteed to find solutions with cover times that are at most about sixteen times larger than minimal. We then demonstrate experimentally that its cover times are significantly smaller than both those guaranteed by the worst-case bound and those of MSTC. We also demonstrate experimentally that the robots are close to their initial locations after they have covered the terrain, which facilitates their retrieval. Therefore, our generalization of MFC to weighted terrain indeed results in a powerful multi-robot coverage algorithm.

II. PROBLEM DESCRIPTION

We model weighted terrain as consisting of large square cells. Each large cell is either entirely blocked or entirely unblocked. Each unblocked large cell has a positive integer weight that corresponds to how difficult it is to traverse the large cell and is evenly divided into four small square cells. Each small cell has a weight that is equal to one quarter of the weight of the large cell, as shown in Figure 2. Each robot has the same size as the small cells. The robots start in different large cells and can move from any small cell to any adjacent small cell in the four main compass directions.
with a time that is equal to the average of the weight of the two small cells. Each move is atomic, that is, needs to be executed in full by a robot. The travel time along a robot path is the sum of the times of the moves of the robot when it moves along the path.

We study two different team objectives. For the team objective “Cover,” the robots need to move so that each small cell is visited by at least one robot. Their cover time is equal to the largest travel time along any robot path. For the team objective “Cover and Return,” the robots need to move so that each small cell is visited by at least one robot and then return to their initial small cells. Their cover and return time is again equal to the largest travel time along any robot path.

Figure 3 shows a complete coverage problem for a single robot, including the large cells with their weights, the small cells with their weights, and the robot path with the times of the moves for the team objective “Cover and Return.” The cover and return time is equal to the sum of the weights of all large cells, namely 88. (We actually mean the sum of the weights of all unblocked large cells since blocked large cells do not have a weight but sacrifice precision but conciseness.)

III. SPANNING TREE COVERAGE

Spanning Tree Coverage (STC) [3] finds solutions with minimal cover times (and cover and return times) in polynomial time for single robots in non-weighted terrain. STC can be generalized easily to weighted terrain, as follows: First, STC constructs a graph whose vertices correspond to the unblocked large cells and whose edges connect adjacent unblocked large cells. Second, STC finds a spanning tree of this graph. Third, STC lets the robot move along the path that circumnavigates this spanning tree. For the team objective “Cover and Return,” the robot completely circumnavigates the spanning tree until it returns to its initial small cell. For the team objective “Cover,” the robot stops once all small cells have been visited, that is, one move earlier. Clearly, STC runs in polynomial time.

Theorem 1: STC finds solutions with minimal cover and return times for a single robot in weighted terrain. The minimal cover and return times are equal to the sums of the weights of all large cells.

Proof: The robot needs to enter and exit every small cell at least once for the team objective “Cover and Return.” Assume that the robot path is \((s_1, \ldots, s_n)\), where move \(s_i\) connects the two adjacent small cells \(c_i\) and \(c_{i+1}\). \((c_{n+1} = c_1\) is the initial small cell of the robot.) Let the weight of small cell \(c_i\) be \(w(c_i)\) and the time of move \(s_i\) be \(t(s_i) = (w(c_i) + w(c_{i+1}))/2\). Then, the travel time along the robot path is

\[
\sum_{i=1}^{n} t(s_i) = \sum_{i=1}^{n} (w(c_i) + w(c_{i+1}))/2 = \sum_{i=1}^{n} w(c_i),
\]

which is at least the sum of the weights of all small cells. STC makes the robot enter and exit every small cell exactly once. Its cover and return times are thus equal to the sums of the weights of all small cells and thus minimal. The sums of the weights of all small cells are equal to the sums of the weights of all large cells.

The cover times of STC can be smaller than the sum of the weights of all large cells by at most the largest weight of any small cell because the robot stops one move before returning to its initial cell. STC does not necessarily find solutions with minimal cover times, as shown in Figure 4 for the single-robot coverage problem from Figure 3, but it finds solutions with close-to-minimal cover times. The robot needs to enter every small cell except for its initial small cell at least once and needs to exit every small cell except for its final small cell at least once. STC finds solutions where its final small cell is next to its initial small cell but the best final small cell might have a larger weight. Thus, the cover times of STC can be larger than minimal by at most the largest weight of any large cell. Overall, STC finds solutions with close-to-minimal cover times and minimal cover and return times in polynomial time for a single robot in weighted terrain.

Figure 5 shows the spanning tree and robot path for the terrain from Figure 2 for one robot with the team objective “Cover.” The cover time is 682 for STC. The robot has to make one additional move to return to its initial small cell for the team objective “Cover and Return” (shown with a dashed line in the figure). The cover and return time is 688 for STC.

IV. MULTI-ROBOT SPANNING TREE COVERAGE

Coverage with multiple robots can be faster than coverage with a single robot. (The backtracking version of Multi-Robot Spanning Tree Coverage (MSTC) [4] finds solutions with suboptimal cover times (and cover and return times) in polynomial time for multiple robots in non-weighted terrain. MSTC can be generalized relatively easily to weighted terrain, as follows. We assume for simplicity here that there
are at least three robots and handle fewer than three robots in the extended version of the paper. First, MSTC constructs a graph whose vertices correspond to the unblocked large cells and whose edges connect adjacent unblocked large cells. Second, MSTC finds a spanning tree of this graph. Third, MSTC splits the path that circumnavigates this spanning tree into segments between the initial small cells of the robots. The number of segments is equal to the number of robots. The travel time along a segment is the sum of the times of the moves of a robot when it moves along the segment.

Case 1: If the travel time along each segment is at most half of the travel time along the path, then MSTC lets each robot move counterclockwise along the segment adjacent to it. Otherwise, let \( t(r, r') \) be the travel time along the segment from the initial small cell of robot \( r \) in the counterclockwise direction to the initial small cell of robot \( r' \). Assume without loss of generality that robot \( r_1 \) \( (r_j \text{ and } r_k, \text{ respectively}) \) is adjacent to robot \( r_2 \) \( (r_i \text{ and } r_j, \text{ respectively}) \) in the counterclockwise direction and that \( t(r_i, r_j) \) is larger than half of the travel time along the path. (Robots \( r_i \) and \( r_k \) are identical if there are only three robots.) Case 2: If \( t(r_j, r_k) \leq t(r_i, r_j) \), then MSTC lets robot \( r_j \) first move counterclockwise until it is in an adjacent small cell to robot \( r_k \) \( (= \text{meets robot } r_k) \) and then move clockwise, lets robot \( r_k \) first move clockwise until it meets robot \( r_j \) and then move counterclockwise, and lets all other robots move counterclockwise. Case 3: If \( t(r_j, r_k) > t(r_i, r_j) \), then MSTC lets robot \( r_k \) first move counterclockwise until it meets robot \( r_i \) and then move clockwise, lets robot \( r_i \) first move clockwise until it meets robot \( r_k \) and then move counterclockwise, and lets all other robots move counterclockwise. For the team objective “Cover,” the robots move as given above and stop once all small cells have been visited. For the team objective “Cover and Return,” the robots move as given above and, once all small cells have been visited, return to their initial small cells by moving either backward along their segments (MSTC) or along paths with minimal times from their current small cells to their initial small cells (optimized MSTC). Clearly, MSTC runs in polynomial time.

**Theorem 2:** The cover times of MSTC for at least three robots are at least a factor of \( 2/(1 + \phi) \) smaller than the cover times of STC, where \( \phi \) is the ratio of the largest weight of any large cell and the sum of the weights of all large cells.

**Proof:** Let \( w_{\text{max}} \) be the largest weight of any large cell and \( w_{\text{sum}} \) be the sum of the weights of all large cells (which equals the time of the path that circumnavigates the spanning tree). Then \( \phi = w_{\text{max}}/w_{\text{sum}} \). Case 1: If the travel time along each segment is at most half of the travel time along the path that circumnavigates the spanning tree, then MSTC lets each robot move along the segment adjacent to it in the counterclockwise direction. The travel time of each robot and the cover time of MSTC thus is at most \( w_{\text{sum}}/2 \leq (1 + \phi)w_{\text{sum}}/2 \). Case 2: MSTC lets robot \( r_j \) first move counterclockwise until it meets robot \( r_k \). The sum of the times of the paths of robots \( r_j \) and \( r_k \) until they meet is at most \( t(r_j, r_k) \). Thus, robots \( r_j \) and \( r_k \) meet after a travel time of at most \( t(r_j, r_k)/2 + w_{\text{max}}/4 \). The term \( w_{\text{max}}/4 \) takes into account that each move is atomic, and the robots might thus not be able to split the travel time evenly between them. MSTC lets robot \( r_j \) then move clockwise until it meets robot \( r_i \). The sum of the times of the moves of robots \( r_j \) and \( r_k \) until they meet is at most \( t(r_j, r_k)/2 + w_{\text{max}}/4 + t(r_j, r_k)/2 + w_{\text{max}}/4 + t(r_i, r_j) \). Thus, robots \( r_j \) and \( r_i \) meet after a travel time of at most \( t(r_j, r_k)/2 + w_{\text{max}}/4 + t(r_j, r_k)/2 + w_{\text{max}}/4 + t(r_i, r_j)/2 + w_{\text{max}}/4 = t(r_j, r_k) + t(r_i, r_j)/2 + w_{\text{max}}/4 \leq w_{\text{sum}}/2 + w_{\text{max}}/2 = (1 + \phi)w_{\text{sum}}/2 \) and their travel times are thus at most \( (1 + \phi)w_{\text{sum}}/2 \). MSTC lets robot \( r_k \) first move clockwise until it meets robot \( r_j \) and then move counterclockwise. Assume without loss of generality that robot \( r_1 \) is adjacent to robot \( r_k \) in the counterclockwise direction. (Robots \( r_i \) and \( r_k \) are identical if there are only four robots, and robots \( r_i \) and \( r_k \) are identical if there are only three robots.) A similar argument as for robot \( r_j \) then shows that the travel time of robot \( r_i \) is at most \( t(r_i, r_j)/2 + w_{\text{max}}/4 + t(r_j, r_k)/2 + w_{\text{max}}/4 + t(r_k, r_i) \leq w_{\text{sum}}/2 + w_{\text{max}}/2 = (1 + \phi)w_{\text{sum}}/2 \) since \( t(r_j, r_k) > w_{\text{sum}}/2 \) and thus \( t(r_j, r_k) + t(r_i, r_j) < w_{\text{sum}}/2 \). MSTC lets every other robot move counterclockwise and their travel time thus is at most the time of the segment in their counterclockwise direction which is at most \( w_{\text{sum}}/2 \leq (1 + \phi)w_{\text{sum}}/2 \). The travel time of each robot and the cover time of MSTC thus is at most \( (1 + \phi)w_{\text{sum}}/2 \). Case 3: Case 3 is just a mirror image of Case 2. - Let \( t_{\text{stc}} \) be the cover time of STC and \( t_{\text{mstc}} \) be the cover time of MSTC. Then, we have shown that \( t_{\text{mstc}} \leq (1 + \phi)w_{\text{sum}}/2 \) in all three cases. Thus, it holds that \( t_{\text{mstc}} \leq (1 + \phi)w_{\text{sum}}/2 \leq (1 + \phi)(t_{\text{stc}} + w_{\text{max}}/4)/2 = (1 + \phi)t_{\text{stc}}/2 + (1 + \phi)w_{\text{max}}/8 \) since \( t_{\text{stc}} \geq w_{\text{sum}} - w_{\text{max}}/4 \).

Figure 6 shows the spanning tree and robot paths for the terrain from Figure 2 for four robots with the team objective “Cover.” The cover time is 332 for MSTC. The cover and return time is 664 for MSTC and only 394 for optimized MSTC. Unfortunately, this example also demonstrates that MSTC finds solutions whose cover times (and cover and return times) do not necessarily improve with an increasing number of robots since MSTC makes only two robots exit the bottom-most row of large cells through the narrow passage. Additional robots in the center of the bottom-most row do not shorten the times of the paths of these two robots. The cover times (and cover and return times) of MSTC become arbitrarily bad compared to the minimal ones if one expands the terrain above the narrow passage and adds robots in the center of the bottom-most row since then all of the robots have to exit the bottom-most row of large cells to minimize the cover times (and cover and return times). Thus, MSTC cannot guarantee to find solutions with good cover times (and cover and return times).

**V. Multi-Robot Forest Coverage**

Multi-Robot Forest Coverage (MFC) [5] finds solutions with suboptimal cover times (and cover and return times) in polynomial time for multiple robots in non-weighted terrain. MSTC determines one tree, splits the path that circumnavigates it into one path for each robot and lets each robot move along its path. MFC, on the other hand, determines one tree for each robot and lets each robot move along the path.
that circumnavigates its tree. MFC is nontrivial to generalize to weighted terrain. It uses a tree cover algorithm [2] as a subroutine that is specific to non-weighted terrain because it operates on graphs with weighted edges. We therefore build on the existing algorithm and design a tree-cover algorithm TREE COVER that is specific to weighted terrain because it operates on graphs with weighted vertices. We describe it and prove its properties in Section VI.

MFC for weighted terrain then uses TREE COVER as follows: First, MFC constructs a graph whose vertices correspond to the unblocked large cells and whose edges connect adjacent unblocked large cells. Each vertex has a weight that is equal to the weight of its large cell. Second, MFC uses TREE COVER to find a rooted tree cover of this graph, where the roots are the vertices that correspond to the large cells that contain the initial small cells of the robots. The roots thus correspond to the robots. A rooted tree cover of this graph is a forest of trees with exactly one tree for each root. Every vertex is in at least one tree. The weight of a tree is the sum of the weights of its vertices. The weight of the rooted tree cover is the largest weight of any of its trees. MFC performs a binary search (described later) that runs in polynomial time and uses TREE COVER to find a rooted tree cover with a weight that is at most a factor of \(4(1 + \phi |K| + \epsilon)\) larger than minimal, where \(\epsilon > 0\) is an arbitrary precision parameter that affects how often TREE COVER is called, \(|K|\) is the number of robots and \(\phi\) is the ratio of the largest weight of any large cell and the sum of the weights of all large cells. Third, MFC lets each robot move along the path that circumnavigates its tree. For the team objective “Cover and Return,” each robot completely circumnavigates its tree until it returns to its initial small cell. For the team objective “Cover,” the robots stop once all small cells have been visited. Clearly, MFC runs in polynomial time.

Remember that the cover times of MSTC for at least three robots are at least about a factor of \(2/(1+\phi)\) smaller than the cover times of STC according to Theorem 2. MFC cannot make such a strong guarantee with respect to STC:

**Theorem 3:** The cover times of MFC can be larger than the cover times of STC by at most the largest weight of any small cell (that is, a quarter of the largest weight of any large cell). The cover and return times of MFC cannot be larger than the cover and return times of STC.

**Proof:** The cover times of STC can be smaller than the sum of the weights of all large cells by at most the largest weight of any small cell, while the cover times of MFC are at most the weights of the largest trees and thus at most the sum of the weights of all large cells. Consequently, the cover times of MFC can be larger than the cover times of STC by at most the largest weight of any small cell (that is, a quarter of the largest weight of any large cell). The cover and return times of STC cannot be larger than the cover times of STC. MFC cannot be larger than the cover and return times of STC. □

However, MFC can make the following much more powerful guarantee with respect to the minimal cover times (and cover and return times), which MSTC cannot make:

**Theorem 4:** The cover times (and cover and return times) of MFC are at most about a factor of \(16(1 + \phi |K| + \epsilon)\) larger than minimal, where \(\epsilon > 0\) is an arbitrary precision parameter that affects how often TREE COVER is called, \(|K|\) is the number of robots and \(\phi\) is the ratio of the largest weight of any large cell and the sum of the weights of all large cells. Furthermore, let \(w_{max}\) be the largest weight of any large cell. First, it holds that \(O \leq M\) since the robots visit all small cells and return to their initial small cells when they circumnavigate their trees. The resulting cover time thus cannot be larger than the weight of the rooted tree cover. Second, it holds that \(M \leq 4(1 + \phi |K| + \epsilon)N\) since we use TREE COVER to find rooted tree covers with a weight that is at most a factor of \(4(1 + \phi |K| + \epsilon)\) larger than minimal. Third, it holds that \(N/4 \leq Q + w_{max}/4\). Consider a solution where the robots need to visit only the upper left small cells of all large cells. Construct a rooted tree cover where the tree of a robot contains exactly the vertices that correspond to the large cells that contain the upper left small cells visited by the robot. The weight of each tree divided by four is equal to the sum of the weights of all upper left small cells visited by the robot. The sum of the weights of all upper left small cells visited by the robot is at most the travel time of the robot plus the largest weight of any small cell (that is, a quarter of the
largest weight of any large cell) since the robot has to enter and exit all upper left small cells except possibly for its initial small cell (if it starts in one), which it does not need to enter, and its final small cell (if it ends in one), which it does not need to exit. Thus, the weight of this rooted tree cover (and thus also the weight of a weight-minimal rooted tree cover) divided by four is at most the minimal cover time if the robots need to visit only the upper left small cells of all large cells plus a quarter of the largest weight of any large cell. Fourth, $Q \leq P$ trivially. Using these results, it holds that $O \leq M \leq 4(1 + \phi |K| + \epsilon)N \leq 16(1 + \phi |K| + \epsilon)Q + 4(1 + \phi |K| + \epsilon)w_{\text{max}} \leq 16(1 + \phi |K| + \epsilon)P + 4(1 + \phi |K| + \epsilon)w_{\text{max}}$. The proof continues to hold if each occurrence of cover time is replaced with cover and return time. \hfill\blacksquare

$\phi \approx 0$ for terrain with many large cells of about the same weight. For example, $\phi = 0.0814$ for the terrain from Figure 2. Then, $16(1 + \phi |K| + \epsilon) \approx 16$ for a small number of robots $|K|$ and $\epsilon$ close to zero. Thus, the cover times (and cover and return times) of MFC are at most about sixteen times larger than minimal.

Figure 7 shows the trees and robot paths for the terrain from Figure 2 for four robots, together with the cover time and cover and return time for each robot. The cover time is 225 and the cover and return time is 256 for MFC.

VI. WEIGHT-MINIMAL ROOTED TREE COVERS

In Section V, we stated that we modified an existing tree cover algorithm [2] to work on graphs with weighted vertices rather than weighted edges. We now state the resulting algorithm (called TREE COVER), prove its properties and describe how MFC uses it.

A. The Problem

We solve the following problem: Let $G = (V, E)$ be a graph with weighted vertices, where $w(v)$ is the integer weight of vertex $v \in V$. Let $K \subseteq V$ be a set of distinguished vertices, called roots. A K-rooted tree cover of $G$ is a forest of $|K|$ trees, which can share vertices and edges. The set of their roots must be equal to $K$, and every vertex in $V$ has to be in at least one tree. The weight of a tree is the sum of the weights of its vertices. The weight of a K-rooted tree cover is the largest weight of any of its trees. The problem is to find a weight-minimal K-rooted tree cover of graph $G$.

B. Definitions

We use the shorthands $w_{\text{sum}} := \sum_{v \in V} w(v)$, $w_{\text{max}} := \max_{v \in V} w(v)$ and $\phi := w_{\text{max}}/w_{\text{sum}}$ (as used earlier). Furthermore, we define the weight of a path in the graph to be the sum of the weights of its vertices, except for its end vertices. We define the distance between two trees in the graph to be the minimal weight of any path that connects some vertex in one of the trees to some vertex in the other tree.

C. NP-Hardness

We show that finding weight-minimal K-rooted tree covers is NP-hard, which provides our motivation for designing approximation algorithms that run in polynomial time.

Theorem 5: Finding a weight-minimal K-rooted tree cover for graphs G is NP-hard.

Proof: We reduce BINPACKING to our problem. BINPACKING consists of a set of elements with given integer sizes and a fixed number of bins, each with the same given integer capacity. The problem is to determine whether each element can be placed in exactly one of the bins so that the sum of the sizes of the elements in each bin does not exceed its capacity. Given an instance of BINPACKING, we transform it in polynomial time to an instance of the problem of determining whether the weight of a weight-minimal K-rooted tree cover for graph G is at most a given constant, as follows: We create a completely connected graph G with one vertex for each element (whose weight is equal to the size of the element) and one vertex for each bin (whose weight is one). The set of roots K contains exactly the vertices for the bins. If the weight of a weight-minimal K-rooted tree cover is at most the given capacity plus one, then each element can be placed in exactly one of the bins so that the sum of the sizes of the elements in each bin does not exceed its capacity, by placing each element in one of the bins whose vertex is the root of a tree that contains the vertex of the element. Similarly, if each element can be placed in exactly one of the bins so that the sum of the sizes of the elements in each bin does not exceed its capacity, then one can construct a K-rooted tree cover whose weight is at most the given capacity plus one, by making the tree rooted in the vertex of a bin contain the vertices of the elements that the bin contains. Thus, the weight of a weight-minimal K-rooted tree cover is at most the given capacity plus one as well. \hfill\blacksquare

D. Our Algorithm

We now describe TREE COVER, a tree-cover algorithm inspired by [2] that takes as input a graph G, a set of roots K and a bound $B \geq w_{\text{max}}$. It either reports SUCCESS and returns a K-rooted tree cover of graph G with weight at most $4B$ or reports FAILURE, in which case there does not exist a K-rooted tree cover of graph G with weight at most $B/(1 + \phi |K|)$. TREE COVER operates as follows:

1) Contract all roots into a single vertex, find any spanning tree of the resulting graph, and then uncontract the single vertex again, splitting the spanning tree into $|K|$ trees.
2) Decompose each tree recursively into zero or more non-leftover subtrees and one leftover subtree. We call the following decomposition procedure once for each tree from the previous step. The decomposition procedure removes vertices from the given tree as it generates the non-leftover subtrees. When it terminates, we declare the leftover subtree to be the root of the given tree if all vertices have been deleted. Otherwise, we declare the leftover subtree to be the remaining tree (formed by the non-deleted vertices). The decomposition procedure applies to a tree rooted in r. We distinguish three cases:

Case 1: The weight of the tree rooted in r is less than $B$. Then, we simply return.

Case 2: The weight of the tree rooted in r is in the interval $[B, 2B)$. Then, one non-leftover subtree
consists of the tree rooted in \( r \). We remove the subtree from the tree rooted in \( r \) (leaving the empty tree) and return.

**Case 3:** The weight of the tree rooted in \( r \) is 2\( B \) or larger. We distinguish three subcases:

- **Case 3a:** The weights of all trees rooted in children of \( r \) are less than \( B \). Then, we pick a number of trees rooted in children of \( r \) so that the weight of the tree consisting of \( r \) and these trees is in the interval \([B,2B]\). One non-leftover subtree consists of \( r \) and these trees. We remove the subtree except for \( r \) from the tree rooted in \( r \) and recursively apply the decomposition procedure to the remaining tree rooted in \( r \) in order to find the other non-leftover subtrees. It is possible to pick a number of trees rooted in children of \( r \) so that the weight of the tree consisting of \( r \) and these trees is in the interval \([B,2B]\) since the weight of \( r \) is at most \( B \) (since \( B \geq w_{max} \)) and the weights of all trees rooted in children of \( r \) are less than \( B \) but the weight of the tree rooted in \( r \) is 2\( B \) or larger.

- **Case 3b:** The weight of at least one tree rooted in a child of \( r \) is in the interval \([B,2B]\). Then, we pick such a tree. One non-leftover subtree consists of this tree. We remove the subtree from the tree rooted in \( r \) and recursively apply the decomposition procedure to the remaining tree rooted in \( r \) in order to find the other non-leftover subtrees.

- **Case 3c:** Otherwise, the weight of at least one tree rooted in a child of \( r \) is 2\( B \) or larger. Then, we recursively apply the decomposition procedure to that tree and then to the remaining tree rooted in \( r \) in order to find the non-leftover subtrees.

3) Find a maximum matching of all non-leftover subtrees to the roots, subject to the constraint that a non-leftover subtree can only be matched to a root if the non-leftover subtree and the leftover tree of the root are at distance of at most \( B \).

4) If any non-leftover subtree cannot be matched, report FAILURE. Otherwise, report SUCCESS and, for each root, return the tree consisting of the leftover subtree of the root, the single non-leftover subtree (if any) matched to the root, and a weight-minimal path (if any) from the non-leftover subtree to the leftover subtree.

**E. Properties**

Clearly, TREE COVER runs in polynomial time and either reports SUCCESS or FAILURE. It is also easy to see that the weights of all non-leftover subtrees (if any) returned by the decomposition procedure in Step 2 of TREE COVER for a given tree are in the interval \([B,2B]\). The weight of the leftover subtree is in the interval \((0,B)\). Also, the root of the tree is in the leftover subtree. We now prove the main properties of TREE COVER.

**Theorem 6:** If TREE COVER reports SUCCESS, then it returns a \( K \)-rooted tree cover of graph \( G \) with weight at most 4\( B \).

**Proof:** If TREE COVER reports SUCCESS then it returns, for each root, the tree consisting of the leftover subtree of the root of weight at most \( B \), the single non-leftover subtree (if any) matched to the root of weight at most 2\( B \), and a weight-minimal path (if any) of weight at most \( B \) from the non-leftover subtree to the leftover subtree. The weight of each tree is thus at most 4\( B \), resulting in a \( K \)-rooted tree cover of weight at most 4\( B \).

**Theorem 7:** If TREE COVER reports FAILURE, then there does not exist a \( K \)-rooted tree cover of graph \( G \) with weight at most \( B/(1+\phi(K)) \).

**Proof:** Assume that a weight-minimal \( K \)-rooted tree cover of graph \( G \) has weight \( B' \) with \( B' \leq B/(1+\phi(K)) \). Let \( l \) be the set of non-leftover subtrees created in Step 2 of TREE COVER and \( K(l) \subseteq K \) be the set of roots that can be matched to non-leftover subtree \( l \in L \) because the non-leftover subtree and the leftover subtree of the root are at distance of at most \( B \). We show that \( |\cup_{l \in L'} K(l)| \geq |L'| \) for every set of non-leftover subtrees \( L' \subseteq L \). Step 3 of TREE COVER can then match all non-leftover subtrees according to Hall’s Marriage Theorem. Therefore, TREE COVER reports SUCCESS and not FAILURE, which proves the contrapositive of the theorem and thus also the theorem itself.

Consider any \( L' \subseteq L \). Let \( T \) be the set of trees of a weight-minimal \( K \)-rooted tree cover of graph \( G \) and \( T' \subseteq T \) be the set of trees which have at least one vertex in common with at least one of the non-leftover subtrees in \( L' \). Let \( w(T') \) be the sum of the weights of all non-leftover subtrees in \( L' \) and \( w(T) \) the sum of the weights of all trees in \( T' \). First, it holds that \( B' \geq w_{sum}/|K| \) since the sum of the weights of all vertices can be split evenly among the trees in the best case. Second, it holds that \( w(T)\) \( \geq B|L'| \) since the weights of all non-leftover subtrees in \( L' \) are in the interval \([B,2B]\) and thus \( B \) or larger. Third, it holds that \( w(T') \leq B|T'| \) since the weights of all trees in \( T' \) are at most \( B' \) since any weight-minimal \( K \)-rooted tree cover of graph \( G \) has weight \( B' \). Fourth, it holds that \( |\cup_{l \in L'} K(l)| \geq |T'| \). For every tree in \( T' \), there exists at least one non-leftover subtree in \( L' \) that has at least one vertex in common with the tree in \( T' \).

Then, the non-leftover subtree in \( L' \) and the root of the tree in \( T' \) are at distance of at most \( B' \leq B/(1+\phi(K)) \leq B \). The non-leftover subtree in \( L' \) can thus be matched to the root of the tree in \( T' \). Overall, the set \( \cup_{l \in L'} K(l) \) contains the roots of all trees in \( T' \). Its cardinality thus is at least the cardinality of \( T' \). Fifth, it holds that \( w(T') \leq w(T) + w_{max}|L'| \) since every vertex in at least one non-leftover subtree in \( L' \) is also at least one tree in \( T' \). The non-leftover subtrees in \( L' \) can contain at most \( |L'| \) duplicate vertices, each with weight at most \( w_{max} \). Every non-leftover subtree that Step 2 of TREE COVER creates contains at most one vertex that has not yet been removed from all trees created in Step 1 and thus could be a duplicate vertex. This statement holds because the trees created in Step 1 share at most their roots and Step 2 removes all vertices of a non-leftover subtree from its tree, except possibly for the root of the non-leftover subtree in Case 3a, when it creates the non-leftover subtree. Using these results, it holds that \( w_{max} = w_{sum}/\phi \leq |K|B'/\phi \). This inequality implies that \( B'|T'| \geq w(T') \geq w(T) + w_{max}|L'| \geq B|L'| - |K|B'/\phi L' = (B - |K|B'/\phi)L'| \geq (B' + (1+\phi(K))/K - |K|B'/\phi)L' = B'L' \). This inequality in turn implies that \( |\cup_{l \in L'} K(l)| \geq |T'| \geq |L'| \), which is what we wanted to prove. □
**F. Application**

We perform binary search on the interval \([w_{\text{max}}, w_{\text{sum}}]\) to find a small value of \(B\) for which TREE COVER reports SUCCESS. We start with the lower bound \(w_{\text{max}}\) and the upper bound \(w_{\text{sum}}\). We then repeatedly run TREE COVER with \(B\) set to the average of the lower and upper bound. If TREE COVER reports FAILURE, then we set the lower bound to \(B\). Otherwise, we set the upper bound to \(B\). We stop once the difference of the upper and lower bound is at most the given value of the arbitrary precision parameter \(\varepsilon > 0\). We then return the \(K\)-rooted tree cover of graph \(G\) returned by TREE COVER with \(B\) set to the upper bound.\(^1\)

Let \(b\) be the weight of a weight-minimal \(K\)-rooted tree cover of graph \(G\). We assume in the following that \(b \geq 1\) since this property holds for MFC due to the weight of each unblocked large cell being a positive integer. Let \(B_i\) be the lower bound and \(B_u\) be the upper bound of the binary search after termination. First, it holds that \(B_u - B_i \geq \varepsilon\) according to the termination criterion. Second, it holds that \(b \geq B_i / (1 + \phi |K|)\) according to Theorem 7 since TREE COVER with \(B\) set to \(B_i\) reports FAILURE. (This statement also holds for \(B_u = w_{\text{max}}\), the initial lower bound, since \(b \geq w_{\text{max}}\).) Third, the weight of the \(K\)-rooted tree cover of graph \(G\) returned by the binary search is at most \(4B_u\), according to Theorem 6 since TREE COVER with \(B\) set to \(B_u\) reports SUCCESS. (This statement also holds for \(B_u = w_{\text{sum}}\), the initial upper bound, since TREE COVER then generates at most one non-leftover subtree for each root, which contains the root.) Using these results, it holds that the weight of the \(K\)-rooted tree cover of graph \(G\) returned by the binary search is at most \(4B_u \leq 4(B_i + \varepsilon) \leq 4(1 + \phi |K|)b + 4\varepsilon \leq 4(1 + \phi |K| + \varepsilon)b\), which is at most a factor of \(4(1 + \phi |K| + \varepsilon)\) larger than minimal. The binary search runs in polynomial time because TREE COVER runs in polynomial time and is run \([\log_2((w_{\text{sum}} - w_{\text{max}})/\varepsilon)]\) \(\leq \log_2 w_{\text{sum}} - \log_2 \varepsilon + 1\) times, which is polynomial in the size of the input for a constant value of \(\varepsilon\).

**VII. Experimental Results**

We now compare MFC (with a small value for the precision parameter) and MSTC experimentally. We evaluate them on both team objectives, namely “Cover” and “Cover and Return”, and in different scenarios, namely different kinds of terrain [terrain], different numbers of robots [robots], and different clustering of the robots [clustering]. The size of the terrain is always \(49 \times 49\) large cells. The weight of each large cell is always chosen uniformly at random from the weights \(8, 16, 24, \ldots, 80\). Figure 8 shows the three different kinds of terrain used in the experiments. The first kind of terrain is empty [empty]. The second kind is an outdoor-like terrain where walls are randomly removed from a random depth-first maze until the wall density drops to 10 percent, resulting in terrain with random obstacles.

\(^1\)Our description generalizes easily since it does not take into account that the weights of the vertices are integers. A weight-minimal \(K\)-rooted tree cover can be inferred after a binary search for \(\varepsilon < 1\) if the weights of the vertices are integers.
travel time has to backtrack along most of its trajectory), implying that all robots are close to their initial small cells when coverage is complete for MFC, which facilitates their retrieval. The cover and return times of optimized MSTC are significantly smaller than the ones of non-optimized MSTC for each scenario. Overall, MFC results in much smaller cover times (and cover and return times) than MSTC for more than two robots and in comparable times in cover and return times (and cover and return times) than optimized MSTC for two robots. (These results might depend on the initial spanning trees.)

Theorem 4 guarantees that the cover times (and cover and return times) of MFC are at most a factor of about sixteen larger than minimal since the values of $\phi$ are indeed very small. For example, $\phi = 8.9 \times 10^{-4}$ for empty terrain, $\phi = 9.9 \times 10^{-4}$ for outdoor terrain and $\phi = 10.5 \times 10^{-4}$ for indoor terrain. Empirically, however, the cover times (and cover and return times) of MFC are at most a factor of 1.77 larger than minimal and thus significantly smaller than the cover times (and cover and return times) guaranteed by Theorem 4.

VIII. CONCLUSION

We extended Multi-Robot Forest Coverage, a state-of-the-art multi-robot coverage algorithm, from terrain with uniform traversability to terrain with non-uniform traversability. Currently, Multi-Robot Forest Coverage assumes ideal robots. It is future work to generalize it to robots with actuator and sensor uncertainty and other typical imperfections.
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