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ABSTRACT
Motivated by recent deployments of Stackelberg security games (SSGs), two competing approaches have emerged which either integrate models of human decision making into game-theoretic algorithms or apply robust optimization techniques that avoid adversary modeling. Recently, a robust technique (MATCH) has been shown to significantly outperform the leading modeling-based algorithms (e.g., Quantal Response (QR)) even in the presence of significant amounts of subject data. As a result, the effectiveness of using human behaviors in solving SSGs remains in question. We study this question in this paper.
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1. INTRODUCTION
Stackelberg Security Games (SSGs) have drawn great attention in solving real-world security problems in which security agencies (“defender”) have to allocate their limited resources to protect important settings against human adversaries [13, 1, 15, 6]. Multiple recent SSG-based deployments attempt to compute the optimal defender strategy with a key assumption that the adversary will respond optimally, i.e., he (the adversary is “he” by convention) tries to maximize his expected value given the defender’s strategy. Nevertheless, in real-world problems, the adversary’s decision may be governed by his bounded rationality [5, 7]; he may deviate from the optimal action due to the effects of the complexity of the problem or the emotion, etc. Thus, the assumption of perfect rationality is not robust for addressing bounded rationality of human adversaries [3]. As a result, alternative approaches to overcome this limitation in solving SSGs have been proposed [10, 14, 11].

Two leading approaches have emerged to handle human bounded rationality in SSGs. One suggests that we integrate human behavior models into algorithms for solving SSGs and is exemplified by the BRQR algorithm which applies Quantal Response (QR) [8] for representing human decision making of the adversary [14]. Another approach computes the optimal strategy for the defender using robust optimization techniques and intentionally avoids creating human behavior models. This approach is exemplified by the MATCH algorithm [11]. In particular, BRQR assumes that the adversary responds stochastically in SSGs following the QR model; where the lower the cost of the deviation in terms of expected value, the more likely that the deviation occurs. In the BRQR algorithm, the key parameter $\lambda$ is used for measuring the bounded rationality of the adversary. In contrast, MATCH attempts to bound the loss of the defender if the adversary deviates from the optimal action without creating a human behavior model. It maximizes the defender’s expected value with the constraint that the loss of the defender is less than a factor of $\beta$ times the loss of the adversary in terms of expected value with regard to his deviation. The key parameter $\beta$ is used for controlling the loss of the defender. Pita et. al have shown that MATCH significantly outperformed BRQR even when a significant amount of data is used for tuning the parameter of BRQR, even while no tuning is done for MATCH’s parameter [11]. Thus, MATCH, with its robust optimization, is now suggested to be the sole dominant algorithm to handle human adversaries in SSGs.

Figure 1: Game-theoretic applications

This result has raised an important open question of whether there is any value in applying human behavior models for solving SSGs. We attempt to answer this question in this paper.

2. SSG-BASED SECURITY SIMULATION
Our work is motivated by multiple game-theoretic applications deployed in security domains such as ARMOR [9] being used by
the LAWA police for protecting LAX; the largest destination airport in the United States (Figure 1a) and PROTECT [12] being used by United States Coast Guard (USCG) in Boston (Figure 1b).

Recall that SSGs are a class of Stackelberg games where a defender acts as a leader and an adversary acts as a follower [4, 2, 6]. While the defender attempts to allocate her (the defender is “she” by convention) limited resources to protect a set of targets, the adversary plans to attack one such target. SSGs are commonly used in real-world security domains because it captures the fact that the defender first commits to a mixed strategy assuming that the adversary can observe that strategy; then, the adversary takes his action.

In SSGs, the information presented to a human subject, who acts as an adversary, for each choice includes: the marginal coverage on target \( t \), the reward and penalty of the adversary, and finally, the reward and penalty of the defender at the target. Let \( T \) be the number of targets and \( K \) be the number of resources of the defender. The payoffs of both the defender and adversary depend on the attacked target and whether the defender covered that attacked target or not. When the adversary attacks a target \( t \), he will receive a reward \( R^t_1 \) if the target is not covered by the defender; otherwise, he will receive a penalty \( P^t_1 \). On the contrary, the defender will get a penalty \( P^t_1 \) in the former case and a reward \( R^t_1 \) in the latter case. We have \( R^t_1, P^t_1 > 0 \) and \( P^t_1, P^t_1 < 0 \). Let \( x_t \) be the coverage probability of the defender at target \( t \). The expected value of the defender and the attacker at target \( t \) are given by \( U^t_1 = x_t R^t_1 + (1 - x_t) P^t_1 \) and \( U^t_2 = x_t P^t_1 + (1 - x_t) R^t_1 \), respectively.

3. EVALUATION

As mentioned earlier, two competing approaches have emerged to handle adversary bounded rationality in SSGs. One attempts to integrate models of human decision making into reasoning about defender strategies in SSGs. In particular, the BRQR algorithm which integrates the QR model is the leading algorithm within this approach [14]. QR models a stochastic adversary response—the greater the expected value of a target the more likely the adversary will decide to attack that target. BRQR computes an optimal strategy by assuming that the adversary will respond against the defender strategy with such a stochastic response. In BRQR, the parameter \( \lambda \) in the QR model represents the amount of noise in the adversary’s response.

MATCH is an alternative robust approach introduced by Pita et al. which does not integrate the human behavior models [11]. MATCH computes the optimal defender strategy with the constraint that the defender’s loss is no worse than a proportion of (\( \beta \)) the loss the adversary receives in terms of his expected value if he deviates from the optimal choice. In MATCH, \( \beta \) is the key parameter deciding how much loss the defender is willing to endure if the adversary responds non-optimally. A comparison of these two algorithms conducted by Pita et al., using over 100 payoff structures, shows that MATCH significantly outperforms BRQR even a significant amount of data is used for re-estimating the parameter \( \lambda \) of BRQR. In particular, they systematically selected 15 payoff structures where MATCH outperformed BRQR significantly and re-estimated the parameter of the Quantal Response model in each of these payoff structures. They re-evaluated the performance of MATCH against BRQR in the 15 selected payoff structures with the re-estimated. Their experimental results showed that MATCH still outperformed BRQR.

We suggest that the Quantal Response model integrated with the expected value function does not capture the decision-making of human adversaries in SSGs. Specifically, we hypothesize that the Quantal Repsonse model models its stochastic response based on the expected value function; and that humans may not be driven by such expected value. Therefore, BRQR which is based on that model performs poorly in comparison with the robust technique, MATCH.
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