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ABSTRACT
We study the problem of optimal resource allocation for packet selection and inspection to detect potential threats in large computer networks with multiple valuable computers of differing importance. An attacker tries to harm these targets by sending malicious packets from multiple entry points of the network; the defender thus needs to optimally allocate his resources to maximize the probability of malicious packet detection under network latency constraints.

We formulate the problem as a graph-based security game with multiple resources of heterogeneous capabilities and propose a mathematical program for finding optimal solutions. Due to the very limited scalability caused by the large attacker’s strategy space and non-linearity of the program, we investigate solutions with approximated utility function and propose GRANDE, a novel polynomial approximate algorithm utilizing submodularity of the problem able to find solutions with a bounded error on problem of a realistic size.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multi-agent Systems; C.2.0 [Computer-Communication Networks]: Security and Protection

General Terms
Algorithms, Security, Performance
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1. INTRODUCTION
The problem of attacks on computer systems and corporate computer networks gets more pressing each year as the sophistication of the attacks increases together with the cost of their prevention. A number of intrusion detection and monitoring systems is being developed in order to increase the security of sensitive information, and many research works seek methods for optimizing the use of available security resources. Deep packet inspection method that periodically selects a subset of packets in a computer network for analysis, is one of such countermeasures frequently deployed in computer networks. However, there is a cost associated with the deep packet inspection, as it leads to significant delays in the throughput of the network. Thus, the monitoring system works under a constraint of limited selection of a fraction of all packets which can be inspected.

Game-theoretic methods are appropriate for modeling such problems and the optimal behavior of the involved parties can be found using a well-defined concept of an equilibrium computation. We formulate this problem as a game between two players: the attacker (or the intruder), and the defender (the detection system). The intruder wants to gain control over (or to disable) a valuable computer in the network by scanning the network, hacking into a more vulnerable system, and/or gaining access to further devices on the computer network. The actions of the attacker can therefore be seen as sending malicious packets from a controlled computer (termed source) to a single or multiple vulnerable computers (termed targets). The objective of the defender is to prevent the intruder from succeeding by selecting the packets for inspection, identifying the attacker, and subsequently thwarting the attack. However, packet inspections cause unwanted latency and hence the defender has to decide where and how to inspect network traffic in order to maximize the probability of a successful malicious packet detection.

We build on previous work on game-theoretic approaches to network security [1, 10] and security games [8, 19] to present a novel approach to the challenges of malicious packet detection. In our approach, we follow the deep packet inspection scenario on an arbitrary network topology, and consider following assumptions, that hold in this domain: the attacker can access the computer network through multiple entry points, can attack multiple targets of differing importance in parallel, and the defender has limited resources that can be used for packet analysis. To the best of our knowledge, there is no previous work considering together all of these aspects of the problem.

This paper offers three main contributions: (1) we propose a novel game-theoretic model that can be characterized as a graph-based security game with multiple heterogeneous attacker’s and defender’s resources; (2) we give a mathematical program for finding the optimal solutions for this.
problem formulated both as a non-zero sum and zero sum game; and (3) we describe a polynomial approximation algorithm Grande (GReedy Algorithm for Network DEfense) that scales well with the increasing size of the network at the cost of a known bounded error.

The paper is organized as follows: After reviewing related work we formalize the problem of a packet selection for deep inspection as a two-player general-sum game and define utility functions for both players. Next, we provide a mathematical program for finding optimal solutions for this problem. As program is non-linear, we follow with two simplifications of the model. We reformulate the game as a zero-sum game, analyze the property of submodularity of the problem, and formulate a discretized submodular zero-sum variant of the game. Next, we present the approximate algorithm, Grande, that benefits from the submodularity property of the discretized zero-sum variant of the game and finds solutions with bounded error in polynomial time. We experimentally evaluate these three algorithms and show the trade-off in computational time and quality of found solutions for our problem. Using Grande, we are able to compute solutions for problems on networks with up to thousands of nodes, hundreds of sources and tens of targets in tens of hours.

2. RELATED WORK

Game theory has been applied to a wide range of security problems, with many deployed applications in transportation networks [9, 19]. In fact, game-theoretic models of real-world security problems are applicable in a wide variety of domains with similar attributes, including (1) intelligent players, (2) varying preferences among targets, (3) and limited resources to completely protect all targets. This has led researchers to model computer network security in game-theoretic frameworks and a large body of work has been created (summarized e.g. in [14]).

Many related is the recent work by Kodialam and Lakshman [10] since they also look at a scenario where the defender conducts inspections on possible paths from a source to a target. However, they look at a zero-sum setting for a single source and a single target. Similarly, Otkok et al. [16] present solutions for a domain with a single target, where the attacker potentially uses multiple packets for an attack. Furthermore, Chen et al. [2] present solutions for heterogeneous targets, with multiple attacker resources. However, they only consider detection at the target nodes.

From the research focused on the security-games models, Korzyk et al. [11] present a polynomial algorithm for general-sum security games with multiple attacker resources, however, without constraining underlying graph structure. Jain et al. [8] present an algorithm for securing an urban network with many sources and heterogeneous targets. However, this model is zero-sum and the attacker has a single resource. Our approach mainly differs in considering a network-security domain, where the payoffs are not necessarily zero-sum and player’s utilities have more complex structure. We also model the attacker with multiple resources used in parallel, so the defender succeeds in preventing an attack, only if all attacker’s paths leading to a single target are intercepted.

Our work also exploits the submodular properties of the network security domain. Submodular functions for optimal resource allocation optimization in adversarial environments were first introduced by Freud et al. [6], and further developed by Krause et al. [12]. However, they do not work with continuous defender resources and consider only zero-sum setting.

3. FORMAL MODEL

3.1 Environment

We define the problem of the packet selection for inspection as a two-player game between the attacker and the defender. The game is played on a graph $G(N, E)$ that represents the topology of a computer network. The set of nodes can be decomposed into three non-empty sets: (1) $S$ is the set of nodes that can be under the control of the attacker; (2) $T$ is the set of targets ($S \cap T = \emptyset$); (3) $A = N\backslash(S \cup T)$ is the set of all other nodes in the network. From $A$, the defender can inspect the traffic only on a subset of intermediate nodes $I \subseteq A$ (representing, for example, firewalls, proxy servers, etc.). For our problem, we consider only nodes from $S, T, I$.

The packages are routed in the network by an underlying deterministic routing protocol that is not under the attacker’s control; therefore, for each tuple $(s, t) : s \subseteq S, t \subseteq T$, there is either a fixed single path through intermediate nodes $I$, or there is a path with intermediate nodes leading from $s$ to $t$, or there is no path from $s$ to $t$ in the graph. Thus, the attacker does not need to consider allocation of resources to such intermediate nodes which do not lie on any path (given set of sources and targets).

Each target $t$ has an associated value $\tau_t \geq 0$ that represents the importance of the target; the defender loses $\tau_t$ if $t$ is attacked successfully and gains 0 if she succeeds in preventing the attack. The attacker gains $\tau_t$ if $t$ is attacked successfully. In case of an unsuccessful attack (i.e. a malicious packet was detected by the defender), the attacker pays a detection penalty $\gamma_t \geq 0$ associated with using the source $s$. The penalty for the attacker models situations when the defender detects that source $s$ is being used to send malicious packets and blocks this source from the network. Due to this penalty, the attacker may choose not to attack any of the targets, we thus define a virtual node in the network — a dummy target $t_D$ that is directly connected to all sources, and for which $\tau_{t_D} = 0$. Finally, for each intermediate node $n_i$, we define $flow_{f_i}$ that represents the amount of legitimate network traffic going through $n_i$. We assume this amount to be constant in time$^6$ and we assume that the amount of malicious packets sent by the attacker is fractional compared to the legitimate network traffic$^5$.

3.2 Players

Both players have multiple resources that they can use. The resources of the attacker are determined by the size of the set of sources $|S| = k$ and we assume that the attacker attacks from one source only a single target (however, one target can be attacked from multiple sources). The strategy of the attacker is to select $k$ tuples determining which target

$^5$We assume standard IP packets with a source IP address, i.e. the source is traceable from the packet header; for spoofing attacks, $\gamma_t$ is set to zero.

$^6$If the amount of traffic varies in time (e.g., weekends vs. workdays, days vs. nights), we can compute multiple strategies and switch between them.

For flooding attacks, other detection/prevention countermeasures than deep packet inspection are used.
will be attacked from each of the sources:
\[ P = \{(s_i, t_i) : s_i \in S, t_i \in T, i = 1 \ldots k, \forall j \neq i, s_i \neq s_j \} \]

Since there is at most one path from source \( s \) to target \( t \) in the graph, we refer to attacker’s strategies as paths and denote them as \( p_{s_i, x_i} \subseteq I \) with subscript omitted if the source-target is clear from the context. Hence, we denote \( C_t \) be a set of such paths that originate in some source and end in a single target \( t \). Due to the structure of the graph, the attacker’s resources can be seen as heterogeneous, because not each target can be attacked from each source.

The strategy of the defender is an assignment of a vector of probabilities \( X = (x_1, x_2, \ldots, x_m) \), where for each intermediate node \( n \in I \), \( (m = |I|) \), the probability \( x_i \) represents the fraction of the traffic going through the node \( n_i \) that will be inspected. Therefore, the value \( x_i \) also represents the probability of the detection of a malicious packet sent by the attacker through node \( n_i \). The available amount of defender’s resources is determined by the maximum amount of inspected traffic \( B \) that is limited by the maximum allowed average latency in the computer network. Therefore, the defender is seeking her strategy under the following constraint:
\[ L(X) = \sum_{n_i \in I} x_i \cdot f_i \leq B \]

where \( x_i \cdot f_i \) represents the expected number of packets that were inspected at node \( n_i \) (for the complete network, we use \( L(X) \) for brevity). As in the case of the attacker, the heterogeneity of the defender’s resources is given by the structure of the graph – different intermediate nodes provide a malicious packet detection for different groups of targets.

Finally, when designing an intrusion detection system, a typical assumption is that the attacker will have a full knowledge of techniques used by the system [18] and together with the full knowledge of the network structure the attacker is able to reconstruct the defender’s strategy; the attacker is thus assumed to know the probability with which a packet may be inspected at each of the intermediate nodes. In this paper, we thus assume Stackelberg game formulation; however, the relaxation of these assumptions is subject of further research.

### 3.3 Utility Functions

The utility functions of both players primarily depend on the probability of detection of sent malicious packets. Since the intermediate nodes inspect packets independently, the probability of a single malicious packet avoiding detection along the path \( p \) is given by:
\[ \pi(X, p) = \prod_{i \in p} (1 - x_i) \]  
(1)

where \( X \) is a strategy of the defender in the form of allocation of detection resources at nodes \( n_i \). The probability of detecting a packet on each path for a set of paths \( C \) is computed as:
\[ \psi(X, C) = \prod_{p \in C} [1 - \pi(X, p)] \]

Now, if \( P \) denotes the strategy of the attacker (i.e., paths \( p_i \) in the graph), and \( C_t \) is the set of all paths chosen by the attacker leading to a target \( t \), the utility of the defender \( U_d(X, P) \) is defined as follows:
\[ U_d(X, P) = -\sum_{\forall t \in T} \tau_t \cdot [1 - \psi(X, C_t)] \]  
(2)

where the term \( (1 - \psi(X, C_t)) \) denotes the probability that at least one malicious packet avoids detection and reaches target \( t \). Therefore, the defender’s utility is an expected loss of values of targets that were reached by malicious packets. Analogously, we define the attacker’s utility \( U_a(X, P) \) as:
\[ U_a(X, P) = -U_d(X, P) - \sum_{p_{s_i, x_i} \subseteq P} \gamma_{s_i} \cdot [1 - \pi(X, p)] \]  
(3)

The attacker’s utility equals to the expected gain of values of targets that were reached by malicious packets reduced by the detection penalty \( \gamma \) for each path that the attacker uses; recall the attacker needs to pay a penalty when a packet is detected, as discussed in Section 3.1. As such, the game is not necessarily zero-sum.

### 3.4 Example

The example on Figure 1 depicts a simple graph with two sources \( s_1, s_2 \), three intermediate nodes \( n_1, n_2, n_3 \), with flows \( f_1 = 5, f_2 = 3, f_3 = 5 \) and two targets \( t_1, t_2 \) with values \( \tau_{t_1} = 2, \tau_{t_2} = 6 \). The number of adversary resources \( k = 2 \) and defender’s latency budget is set to \( B = 6 \). The attacker’s strategy set is:
\[ P = \{ (s_1, t_1), (s_1, t_2), (s_1, t_5), (s_2, t_4), (s_2, t_5), (s_3, t_4), (s_3, t_5), (s_1, t_3), (s_2, t_3), (s_2, t_6) \} \]

If, for example, the defender chooses its strategy to be \( X = \{ x_1 = 1.0, x_2 = 0.7, x_3 = 0.2 \} \), the latency caused is \( L(X) = 0.0 \cdot 5 + 0.5 \cdot 3 + 0.1 \cdot 5 = 2 \). If the attacker selects a strategy \( P = \{ (s_1, t_1), (s_2, t_1) \} \), the defender’s utility will be:
\[ U_d(X, P) = -2 \cdot [1 - (1 - 0.1)(1 - 0.1)] - (1 - 0.0)(1 - 0.0)] = -1.98 \]

The attacker’s utility will be when setting \( \gamma_{t_1} = \gamma_{t_2} = 1 \):
\[ U_a(X, P) = -U_d(X, P) - 1 \cdot (1 - 0.1) - (1 - 0.0) \]  

\[ = 1.98 - 0.2 = 1.78 \]

The optimal setting is \( X^* = \{ x_1 = 0.0, x_2 = 0.857, x_3 = 0.686 \} \), forcing the attacker to select \( P^* = \{ (s_1, t_3), (s_2, t_3) \} \), giving the defender expected utility \( U_d(X^*, P^*) = -0.858 \); and the attacker’s expected utility is \( U_a(X^*, P^*) = 0.001 \).

### 4. SOLUTION APPROACH

First, we look for Strong Stackelberg Equilibrium (SSE) of the full general-sum game. Because the computational limits are reached even for small problems, we also propose a zero-sum game model (Section 4.2). Exploring and then...
utilizing the submodularity of the problem (Section 4.3), we propose an iterative algorithm GRANDE for finding suboptimal solutions in polynomial time (Section 4.4).

4.1 General-sum Game Model

Given the assumptions stated above, we model the problem as a Stackelberg general-sum game between the defender and the attacker: the defender is the leader, committing to her strategy first, and the attacker is a follower, choosing strategy after the leader’s commitment. The SSE gives the optimal strategy for the leader given that the follower acts her strategy first, and the attacker is a follower, choosing and the attacker: the defender is the leader, committing to their strategy space (Equation 9). However, in spite of the negative findings, zero-sum games are generally easier to solve optimally (e.g., iterative algorithms can be used as in [7, 8]) or to approximate [13]. We follow the latter approach and investigate approximation algorithms that utilize the property of submodularity and are able to find solutions for zero-sum games with guaranteed bounded error.

4.3 Submodularity

In our problem formulation, there exists the effect of diminishing returns, i.e., as the number of defender’s resources is increased, the marginal utility of deploying one extra resource keeps decreasing. This property is formalized by the concept of submodularity [15] which is utilized in many domains (e.g., sensor networks) to design effective algorithms able to solve large problems. A real-valued function $F$ defined on subsets $A$ of a finite set $V$ is called submodular, if for all $A \subseteq B \subseteq V$ and for all $s \in V \setminus B$, holds, that $F(A \cup \{s\}) - F(A) \geq F(B \cup \{s\}) - F(B)$. The constrained optimization of a submodular set function is NP-hard in general, however, a number of approximation algorithms with provable quality guarantees can be used [21].

In our formulation, we have intermediate nodes that detect the activity of the attacker. The value of the detected activity in this problem setting is a probability between $[0, 1]$, as opposed to being binary which is generally assumed in submodularity. Thus, our requirements do not meet the assumptions of most prior work on submodularity, except the work by Vondrak et al. [21], which studied smooth continuous extension of submodular functions by taking expectations, defining sensors making observations independently with probability in range $[0, 1]$. The approach requires the continuous function to be twice partially differentiable and an approximation bound is established by exploiting the up-concavity\(^6\) of the resulting continuous function [5]. Unfortunately, this work is not applicable to our problem since our objective function, $U_d(X, P)$, is not up-concave which can be determined by taking the double derivative of the defender utility function.

4.4 GRANDE Algorithm

We choose a different approach (in contrast to standard submodular approaches) for purchasing an algorithm utilizing the submodularity of the problem: we transform $U_d$ into a submodular function defined over sets by discretizing the sampling rate of each node and we allow nodes to sample into a submodular function defined over sets by discretizing the sampling rate of each node and we allow nodes to sample activity in this problem setting is a probability between $[0, 1]$ \(\subseteq\) as opposed to being binary which is generally assumed in submodularity. Thus, our requirements do not meet the assumptions of most prior work on submodularity, except the work by Vondrak et al. [21], which studied smooth continuous extension of submodular functions by taking expectations, defining sensors making observations independently with probability in range $[0, 1]$. The approach requires the continuous function to be twice partially differentiable and an approximation bound is established by exploiting the up-concavity of the resulting continuous function [5]. Unfortunately, this work is not applicable to our problem since our objective function, $U_d(X, P)$, is not up-concave which can be determined by taking the double derivative of the defender utility function.

\(^6\)Up-concavity means that the function is concave along any non-negative direction vector; however, it is not necessarily concave in all directions.
be set only to 0, 10, 20, ..., 100%. Then, each node \( n_i \) can be seen as a set of \( 1/d \) sensors \( S(n_i) = \{ n_{i1}, n_{i2}, \ldots, n_{id} \} \). A sensor \( n_{ik} \) can be switched either on (and sample a portion of the traffic) or off which is expressed by a binary variable \( x_{ik} \in \{0, 1\} \) having value of 1 for a sensor switched on. The defender’s strategy is defined using the sensor notation as \( X = \{ x_{ik} \} \). We redefined the Equation 1 defining the probability of a single malicious packet avoiding detection along a path \( p \) as:

\[
\pi(X, p) = \prod_{n_i \in p} (1 - d \cdot \sum_{s(n_i)} x_{ik})
\]

Having a submodular utility function defined over sets for the defender \( U_d \) (which has the same formulation as in Equation 2), we are able to design an iterative greedy algorithm to achieve at least \((1 - 1/e)\)-optimal (approximately 63.2%) solution (compared to the zero-sum game SSE) [6] similarly to work of Krause et al. [13]. However, it is also necessary to consider the cost of each sensor, given by the budget constraint \( L(X) \leq B \). When inspecting the same ratio of packets at two nodes \( n_i, n_j \) with flows \( f(n_i) > f(n_j) \), the cost of inspection at the node \( n_i \) (and thus switching on a sensor at node \( n_i \)) is higher than inspection cost at node \( n_j \). The cost of switching on a sensor is defined as \( c(n_i') = d \cdot f(n_i) \). As shown in [12], the greedy algorithm has to select a sensor with the highest benefit-cost ratio \( x_{ik} = \arg \max_{s(n_i)} \frac{U_d(X - (s', t')) - U_d(X, p)}{c(n_i)} \).

Based on this formalization, we introduce GRANDE (GReedy Algorithm for Network DEFense), depicted in Algorithm 1. GRANDE iteratively selects sensors with the highest security increment vs. cost ratio to add to the defender strategy, until the whole sampling budget is spent. To find the best sensor to add, we find attacker’s optimal strategy \( \text{attackerBR} \) and test each candidate sensor against this strategy. The complexity of the algorithm is thus given by the number of nodes \( n = |I| \), by the discretization step \( d \), by the minimum amount of traffic flow at each node \( f \), by the sampling budget \( B \) and by the complexity of the attacker’s best response oracle \( O(\text{BR}) \). The algorithm asymptotic complexity is thus \( O(nB/dB) \cdot O(\text{BR}) \).

The attacker’s optimal strategy \( \text{attackerBR} \) is a best response to the current defender’s strategy (following the original Stackelberg formulation). The algorithm thus needs a fast best response oracle providing best response to the current strategy of the other player. The following section defines such oracle and provides insight into the complexity of this approach.

### 4.4.1 Attacker’s Best Response Oracle

Recall, that the attacker only selects one source a target to attack and the routing path is automatically assigned. The attacker’s best response is thus an optimal assignment of a target to every source, given a fixed defender’s strategy \( X \), maximizing the attacker’s utility. The attacker’s best response can be found using an iterative greedy approach.

Let’s assume we have defender’s strategy — a mixture of sampling probabilities \( x_{ik} \) for each node \( n_i \). We can compute for each source-target pair, what is the likelihood of being detected \( \rho_s = 1 - \pi(X, p(s, t)) \). Let’s denote the source-target pairs by \( STP = \{ (s_1, t_1), \ldots, (s_m, t_m) \} \). We also know that two different source-target pairs (with different sources) can share the same target \( t \). Given input \( \{ STP, \rho_s \} \), the best response is \( k \) source-target pairs, \( \{ (s_1, t_1), (s_2, t_2), \ldots, (s_k, t_k) \} \) such that the attacker’s utility is maximized.

The greedy algorithm (summarized in Algorithm 2) works as the following: we choose one source-target pair at a time that maximizes the attacker’s immediate gain in utility. Let’s assume some pairs \( H \) have been chosen and we need to choose the next one. Since pairs in \( H \) have already been chosen, we know there is some probability of successfully attacking a target \( t \), denoted by \( q^h \), which may or may not be 0. If we choose source \( s \), and target \( t \), the additional utility we will get will be:

\[
\begin{align*}
U((s, t)|H) &= \frac{1 - \rho_s - (1 - q^h) \cdot \tau_t - q^h \cdot \tau_0}{(1 - \rho_s) \cdot (1 - q^h) \cdot \tau^t} \\
&= (1 - \rho_s) \cdot (1 - q^h) \cdot \tau^t
\end{align*}
\]

Note if \( H \) is empty, all \( q^h = 0 \) and \( U((s, t)|\{\}) = (1 - \rho_s) \cdot \tau^t \), is the expected value of attacking \( t \) from \( s \), intuitively. The greedy algorithm then chooses \( (s^*, t^*) \) such that \( U((s^*, t^*)|H) \) is maximized.

**Theorem 1.** The attacker’s oracle always returns attacker’s best response to any defender’s strategy.

**Proof.** Consider at any point of the algorithm, a set of source-target pairs \( H \) has been chosen. The greedy algorithm returns \( (s^*, t^*) \). We want to show \( (s^*, t^*) \) must be in the best solution conditioned on \( H \) being included. This will allow us to do induction on the number of pairs chosen. Let’s denote the optimal solution by \( C^* \). Then the first pair

---

**Algorithm 1** GReedy Algorithm for Network DEfense.

1. **budget** ← \( B \)
2. **nodesOnPaths** ← \{ \}
3. **repeat**
   - **updated** ← false
   - **bestNode** ← null
   - **bestIncrement** ← 0
   - **attackerBR** ← getAttackerBR(graph)
4. **for** node \( n \) **do**
   - **increment** ← getSecurityIncrement(\( d, \text{attackerBR} \))
   - **if** **bestIncrement** < **increment** **then**
     - **bestIncrement** ← **increment**
     - **bestNode** ← node
   - **end if**
5. **end if**
6. **end for**
7. **if** **bestNode**! = null then
   - **bestNode.sampling** ← **bestNode.sampling** + d
   - **budget** ← **budget** − d \( \cdot \text{flow(node)} \)
8. **updated** ← true
9. **until** not **updated**

**Algorithm 2** Attacker’s Best Response Oracle

1. **H** ← \{ \}
2. **K** ← \( \text{attackerResources} \)
3. **Pairs** ← enumerateAllPairs()
4. **repeat**
   - \( (s^*, t^*) \) ← emptyPair
   - **for** \( (s, t) \) **in** Pairs **do**
     - **if** \( U((s, t)|H) > U((s^*, t^*)|H) \) **then**
       - \( (s^*, t^*) \) ← \( (s, t) \)
     - **end if**
   - **end for**
   - **H** ← \( H \cup (s^*, t^*) \)
5. **until** size(\( H \)) = \( K \)
chosen must be in \( C^* \) because \( H_1 \) is empty (no condition required). And if the pairs up to \( k \) are all in the optimal solution, implying \( H_2 \) is in \( C^* \), therefore the \( k+1\)-th pair must be in the optimal solution.

This implies that we want to show \((s^*, t^*)\) must be in the best solution conditioned on \( H \) being included. To show this by contradiction, we consider another candidate best solution \( C \) (having \( H \)) which does not have \((s^*, t^*)\). Two cases to consider:

1. \( C \) contains no pair attacking target \( t^* \) other than those in \( H \). Then we find an arbitrary pair \((s^*, t')\) in \( C \) but not in \( H \) (such set is denoted as \( C \setminus H \)) and replace it by \((s^*, t^*)\). We know the attacker gains exactly \( U((s^*, t^*)) \) (since there is only one pair in \( C \setminus H \) attacking \( t^* \)) and loses at most \( U((s', t')|H) \) (since there might be another pair in \( C \setminus H \)). Recall \( U((s^*, t^*))|H \geq U((s', t')|H) \) given how \((s^*, t^*)\) is chosen, the new solution \( C + (s^*, t^*) \) must be better than \( C \) which also includes \( H \), leading to a contradiction.

2. \( C \setminus H \) has at least another pair attacking \( t^* \) that is not \((s^*, t')\). Let the pair be \((s^*, t^*)\). We replace it by \((s^*, t')\). We know \( R_{s^*} \geq R_{s^*} \) because \( U((s^*, t^*)) \geq U((s', t')|H) \). Therefore the total probability of successfully attacking \( t^* \) must increase after the replacing given other pairs in \( C \) remain fixed. Again this shows, \( C + (s^*, t^*) \) must be better than \( C \), which is the contradiction.

Having reached contradiction in both points, we have shown that \((s^*, t^*)\) must be in the best solution conditioned on \( H \) being included, implying validity of the induction step.

The complexity of the algorithm is \( O(STn + S^2T) = O(n^3) \), where the \( O(STn) \) is complexity of the initialization and \( O(S^2T) \) is complexity of iteration part. \( S \) is the number of sources, \( T \) is number of targets and \( n = |I| \) is the number of nodes.

5. EVALUATION

In the evaluation, we focus on exploring the trade-off between scalability and the quality of the solution. We consider the solution of the general-sum model to be optimal and compare it with the solution of the mathematical program representing the zero-sum game model, and the solution from GRANDE. Additionally, we want to explore finer properties of GRANDE, specifically, the dependency of the solution error on the discretization step of the sampling rate. Experimental scenarios of the analyzed problem depend on a large set of parameters that affect both the performance of the algorithms, as well as the quality of produced solutions for the approximate ones. The key parameter is the graph on which the game is played; more specifically the number of intermediate nodes \( I \), number of sources \( S \), and number of targets \( T \). Moreover, the degree of overlapping paths also plays an important role in the non-linear models. The detection penalty \( \gamma_1 \) has no direct impact on performance, the defender’s budget \( B \), traffic flow \( f_i \), and discretization step \( d \) proportionally influence mainly the GRANDE algorithm.

While we conducted experiments for different graph structures, we present results only on scale-free graphs since these graphs are known to be the closest to general computer networks in their structure. We performed experiments with random flows (e.g. the flow at each node is set independently on the flow of the others) as well as with network-flow constrained traffic distribution (the flow at each node is computed from the network-flow equations by randomly selecting traffic sources and sinks in the network) without any direct impact on both the performance and quality of the solution. Without loss of generality, in every experiment, the traffic flow in the graph is set between \([0, 1]\) at each node. We have included the dummy target in each model to keep the graph size constant for all algorithms, even though the zero-sum model as well as the iterative algorithm never consider the attacker to attack the dummy target. The detection penalty \( \gamma_1 \) was equal for each source, set to \( \gamma_1 = 1 \).

5.1 Solving Non-linear Constrained Programs

To obtain an optimal solution of the program representing the general-sum game model, we use a non-linear solver to find optimal or locally optimal solution. NEOS server [4] provides on-line solvers for solving a number of programs including non-linear programs. We used LINDOGlobal [20], a non-linear constrained program solver able to find globally optimal solutions for many constrained non-linear programs. The input for the solver is a file describing the program in GAMS format, which is sent by a remote procedure call to the NEOS server using XML remote procedure call API. The solution is computed on the server and the results are sent back to the user.

5.2 General-sum vs. Zero-sum Model

As a first step, we compare the quality of the general-sum and the zero-sum game model. The difference in the solution quality between these two models will be directly affected by the value of the detection penalty \( \gamma \), as it can be observed from Equations 2 and 3. For the example described in section 3.4, the trend of defender’s expected utility while varying \( \gamma \) is depicted on Figure 2a. As \( \gamma \) is increased (i.e. the attacker is penalized more for a detected malicious packet, thus the utility of players is further from zero-sum), the defender’s expected utility rises. Two rapid transitions occur for \((\gamma = 0.8 \text{ and } \gamma = 1.2)\) which are caused by the switch of attacker’s strategies to attack the dummy target \( t_D \). In the interval from \([0, 0.8]\), the attacker attacks from both sources, in the interval from \([0.8, 1.2]\) the attacker attacks only from one source, and from \([1.2, \infty)\), the attacker chooses not to attack at all. Figure 2b shows the distribution of defender’s

(a) Defender’s exp. utility. Red diamonds denote locally optimal solution.

(b) Distribution of defender resources between \( n_1 \) and \( n_2 \) (log \( x \) axis).

Figure 2: Impact of detection penalty \( \gamma \) on the solution structure. While increasing value of \( \gamma \), the defender redistributes its resources between \( n_1 \) and \( n_2 \) and his exp. utility changes (b), however, it stays equal to zero for \( \gamma > 1.2 \) (a).
resources between nodes $n_1$ and $n_2$ as $\gamma$ is varied. Notice that the defender has to redistribute the resources to discourage the attacker from attacking, while still adhering to the latency constraints, i.e. the node sampling rates multiplied by the flows through the nodes $x_1 \cdot f_1 + x_2 \cdot f_2 \leq B = 6$. The results of the zero-sum model are equal to the results of the general-sum model with $\gamma = 0$.

### 5.3 Performance

Figure 3 depicts the scalability of the three main algorithms. The NEOS server is limited by the size of uploaded GAMS files, thus we weren’t able to compute solution for general-sum NLP beyond 3 sources and 3 targets (as the GAMS files describing the model are over 1MB large). For the zero-sum NLP, the limit was reached at 5 sources and 4 targets. However, even on these problem sizes it is possible to see performance trends: the runtime of the general-sum as well as zero-sum NLP is exponential (even in logarithmic coordinates) in the number of sources (i.e. number of attacker strategies) and time needed to solve a graph with 3 sources and 3 targets is over three minutes in average for the general-sum NLP. Using the zero-sum NLP, we are able to compute solutions on graphs with 5 sources and 4 targets in approximately 30 seconds.

Comparing GRANDE to mathematical program formulations, we can observe its superiority on Figure 3c (performance of the zero-sum NLP on 4 targets is depicted as a single line on the left of the chart). The performance of GRANDE is linearly dependent on the discretization step $d$ (see Section 4.4). The algorithm is able to find solution on graphs with 20 sources and 4 targets in seconds, having the discretization step set to $d = 0.01$ (which is sufficient to compute solutions with an average error under 10%, see Section 5.4). The largest problem tried, with 2000 nodes, 200 sources and 20 targets was solved in approximately 50 hours on a standard PC.

### 5.4 GRANDE Solution Error

The theoretical error bounds of greedy algorithms optimizing submodular set functions shown in [21] are valid only for zero-sum settings. We explore the error of GRANDE compared to the general-sum game solution, which can be possibly unbounded. It is necessary to set the discretization step of GRANDE to a specific step, which has a direct impact on the quality of solution. To evaluate the error, we have varied both the discretization step as well as attacker loss expressed by $\gamma$. The budget constraint of the defender was fixed to $B = 4$.

For every graph, we have computed the defender’s resource allocation $X^*$ and attacker’s best response $P^*$ using the program of the general-sum NLP, which served as a reference optimal solution (even if only a local optimum was found by the solver, due to lack of other globally optimal techniques). Then we computed the error of $X^G$ as $err = \frac{U_G(X^G, P^*) - U_G(X^*, P^*)}{U_G(X^*, P^*)}$, where $T = \sum t_i$ (maximum achievable error).

Figure 4 quantifies errors of GRANDE from 50 different scale-free graphs with two sources and two targets (limit given by the necessity of computing optimal solution using the general-sum NLP). The graph depicts median error (denoted by the circle) with 25th and 75th percentile (denoted by a thick bar) and maximal and minimal error (denoted by whiskers). As we refine the discretization step from 1 to 0.001 (i.e. the sensors can increase their sampling rate by 1% for $d = 0.001$), the quality of solution increases. An average error under 10% is reached when the discretization step is set to $d = 0.01$, however GRANDE is able to compute strategies with discretization step set to 0.001 resulting into errors under 5%. The variance is highest for $d = 0.1$ as the solutions varied from close-to-optimal to 100% ineffective.

### 6. CONCLUSION

Effectively securing large computer networks without sti{fing the quality of service is a practical and theoretical challenge of grave impact in the real-world. In this paper, we have outlined the mathematical model of the network security domain. We have provided the mathematical formulation for the two person security game between the defender and the attacker, where the attacker sends malicious packets from some (known) set of sources and the defender uses packet inspections to detect such malicious traffic. While we provide results for this optimal mathematical formulation, the complex non-linear calculations render the model intractable for large computer networks. Thus, we also introduced a zero-sum simplification of the original model as well as GRANDE, a novel error-bounded approximation algorithm that relies on the submodularity properties of network
security. We validate these algorithms experimentally, and show that GRANDE, on average, produces results with orders of magnitude higher solution quality as projected by theoretical worst case bounds. This work contributes by outlining the challenges present in the network security domain, and by introducing state-of-the-art algorithms to assist defender’s by suggesting optimal network security strategies.
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